Applied Intelligence
https://doi.org/10.1007/510489-023-04980-z

®

Check for
updates

TCLN: A Transformer-based Conv-LSTM network for multivariate time
series forecasting

Shusen Ma' - Tianhao Zhang? - Yun-Bo Zhao'?3® - Yu Kang'?3 . Peng Bai?

Accepted: 24 August 2023
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2023

Abstract

The study of multivariate time series forecasting (MTSF) problems has high significance in many areas, such as industrial
forecasting and traffic flow forecasting. Traditional forecasting models pay more attention to the temporal features of variables
and lack depth in extracting spatial and spatiotemporal features between variables. In this paper, a novel model based on the
Transformer, convolutional neural network (CNN), and long short-term memory (LSTM) network is proposed to address the
issues. The model first extracts the spatial feature vectors through the proposed Multi-kernel CNN. Then it fully extracts the
temporal information by the Encoder layer that consists of the Transformer encoder layer and the LSTM network, which
can also obtain the potential spatiotemporal correlation. To extract more feature information, we stack multiple Encoder
layers. Finally, the output is decoded by the Decoder layer composed of the ReLU activation function and the Linear layer.
To further improve the model’s robustness, we also integrate an autoregressive model. In model evaluation, the proposed
model achieves significant performance improvements over the current benchmark methods for MTSF tasks on four datasets.
Further experiments demonstrate that the model can be used for long-horizon forecasting and achieve satisfactory results on
the yield forecasting of test items (our private dataset, TIOB).

Keywords MTSF - Transformer - CNN - LSTM - Autoregressive model

1 Introduction

The application of multivariate time series forecasting
(MTSF) is common in real life, such as stock price fore-
casting, weather forecasting, traffic flow forecasting, and so
on [1-4]. It can help us take measures in advance and avoid
possible risks [5]. For example, we can throw stocks just
before they may fall and avoid significant economic loss.
Traditional forecasting models include the vector autoregres-
sion (VAR) model, autoregressive moving average (ARMA)
model, support vector regression (SVR) model, and so on.
Though they can be applied to kinds of tasks [6—8], they are
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mainly suitable for univariate time series and cannot deal with
complex nonlinear relationships of multivariate time series.
In most real-world scenarios, multiple variables often exist at
the same time, which makes the traditional models no longer
applicable.

With the advent and development of deep learning, the
strong nonlinear fitting ability of neural network models
makes them able to effectively process MTSF tasks, such as
the stock price prediction [9]. This work also takes full advan-
tage of various neural networks to improve the forecasting
accuracy of our goal. The focus of the MTSF tasks is to fully
extract the temporal, spatial, and spatiotemporal correlations
of the multivariate time series. They contain complex rela-
tionships of variables and can be used to forecast the trends of
the target variable. The correlations are interpreted in Fig. 1.

The traditional recurrent neural network (RNN) can estab-
lish connections between hidden units, allowing it to store
recent information. Therefore, RNN can effectively extract
temporal dependence from stored historical information.
However, RNN has difficulties capturing long-term depen-
dence due to the gradient disappearing or exploding [10].
Long short-term memory (LSTM) network, a variant of
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Fig. 1 Correlations of the multivariate time series. V) represents the
target variable, V, and V3 represent the covariates. The temporal corre-
lation refers to that the value of Vj at T + 1 moment may be affected
by the values of V; of the previous w moments. The spatial correlation

RNN, effectively alleviates the problem by introducing
gating mechanisms and improves the ability to process long-
time series input. However, it still cannot handle the input
longer than a certain length. To extract long-term dependence
of time series, the models based on attention mechanism
[11-13] have been proposed, which improve the forecast-
ing accuracy to a certain extent. However, their ability to
extract spatial features is weak, which can be solved by an
enhanced convolutional neural network (CNN) layer, such
as the proposed Multi-kernel CNN layer in this paper.

With the coming of the Transformer [14] based on the self-
attention mechanism, some studies [15, 16] apply canonical
Transformer to MTSF tasks, which can improve the ability to
process long time series. However, compared with the LSTM
network, the encoder layer of the canonical Transformer is
still insufficient in extracting temporal features though it
has designed the Positional Encoding layer. Therefore, the
combination of the Transformer and the LSTM network can
exploit both strengths to enhance the performance of the
model.

Simply put, the major challenge of MTSF tasks lies in
adequately capturing the complex and long-term nonlinear
relationship of multivariate time series, such as temporal,
spatial, and spatiotemporal dependence. Motivated by the
above, in this paper, an enhanced Transformer-based Conv-
LSTM network (TCLN) is proposed for MTSF tasks. The
main contributions of this paper are as follows:

e A new model named TCLN is proposed for MTSF tasks,
which can outperform the current MTSF methods on four
datasets, covering economy, climate, energy, and indus-
trial product yield.

e The proposed Multi-kernel CNN module has a deeper
receptive field than the traditional convolutional layer and

@ Springer

>
>

refers to the latent relevance between Vi and other covariates at every
moment. And the spatiotemporal correlation refers to that the value of
Vi at T 4+ 1 moment may have an indirect relevance with the values of
other covariates of the previous w moments

can extract more spatial information between variables,
while the traditional convolutional layer can only extract
limited spatial features.

e The Encoder of TCLN combines the LSTM network with
the self-attention mechanism, which can perform well
in capturing long-term temporal information. The self-
attention mechanism can handle long input series and the
LSTM network can effectively obtain temporal informa-
tion from the perspective of input order.

The remainder of this paper is structured as follows.
Section 2 briefly analyzes related work about MTSF. Section 3
describes the TCLN in detail. And Section 4 illustrates the
evaluation results of the TCLN in comparison with several
baselines on four datasets. An ablation study is carried out
to demonstrate the reasonableness of each module. Addi-
tionally, further experiments are conducted to show whether
the TCLN can be applied to industrial data forecasting and
achieve a good performance. In Section 5, some conclusions
are drawn and the deficiency of the model and the future
research directions are also discussed.

2 Related work

The classical time series forecasting models, such as VAR,
ARMA, and SVR, are widely applied to various tasks [6—
8]. Though they can extract the linear characteristics of
variables, they are mainly suitable for univariate cases and
cannot handle potential nonlinear relationships between mul-
tivariate time series. In addition, some models based on
statistical machine learning are also applied to scenario pre-
diction and planning [17, 18]. Fu et al. introduce statistical
machine learning techniques for probabilistic power flow
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calculation based on multiple scenarios, which are applied
to the stochastic planning of distribution networks [18].
With the development of deep learning, deep neural network
(DNN) has been widely used in time series forecasting prob-
lems [2, 3, 9, 19, 20]. Due to the strong nonlinear fitting
characteristics of DNN, DNN-based models can extract the
nonlinear features between variables well. Therefore, com-
pared with the classical models, the tasks of MTSF can be
completed more effectively by DNN-based models.

Deep learning models commonly used for MTSF tasks
include RNN, variants of RNN (LSTM and Gated Recurrent
Unit (GRU)) [21, 22], and hybrid models [23], combining
traditional methods with DNN models. However, due to the
problem of gradient vanishing or explosion in RNN-based
models, they cannot handle long-time series effectively. To
solve this problem, Qin et al. [12] propose a two-stage
recurrent neural network (DA-RNN) based on the attention
mechanism. The model successfully captures the long-term
temporal dependence of time series by introducing the atten-
tion mechanism. Besides, a two-stage attention mechanism
is adopted to avoid irrelevant features being assigned a higher
attention weight. However, the DA-RNN model mainly
focuses on the temporal correlation of time series and ignores
the spatial correlation and the spatiotemporal correlation
between variables. Considering the combination of CNN and
LSTM (Conv-LSTM) network may solve the issues, Xiao
et al. [11] propose a dual-stage attention-based Conv-LSTM
network (DA-Conv-LSTM) based on the DA-RNN model.
The model first processes the input data into the form of
an image then extracts the spatial features of the input data
through the convolutional layer, and finally uses the attention
layer and LSTM layer to extract the temporal information of
the variables. Fu et al. [13] propose a temporal self-attention-
based Conv-LSTM network (TS-Conv-LSTM) by improving
the structure of the DA-Conv-LSTM. However, the ability of
the model to extract spatial correlation becomes weak as the
spatial span of the series increases. Lai et al. [24] propose the
Long- and Short-term Time-series network (LSTNet) model,
which makes full use of CNN and recurrent layers to extract
the spatial correlation and long-term temporal dependence,
separately. Additionally, an autoregressive (AR) module is
added to improve the robustness of the model.

With the development of graph neural network (GNN) and
Transformer technology [14], more and more studies have
adopted them to improve the accuracy of MTSF tasks [15,
16, 25-29]. Wu et al. [29] extract the sparse image adjacency
matrix through the graph structure learning layer, making the
hidden connections between image nodes (variables) can be
found. And the spatial dependence between variables can be
extracted by the graph convolutional layer. However, GNN-
based models may be more suitable for situations where
there is a topological relationship between the variables or
a distribution network [30]. For example, the variables of

the traffic-flow forecasting task can be connected by graph
structure according to the geographical position of the sen-
sors used to collect the traffic-flow data [31]. Yang et al.
[25] propose an enhanced transformer-based framework for
MTSEF tasks. To scale the calculation amount, explicit sparse
multi-head attention is applied. The static covariates pro-
cessing module is designed to capture the periodicity of the
time series. Ren et al. [32] propose a Transformer-enhanced
temporal convolution network (TE-TCN) that combines the
transformer multi-head attention mechanism and GRU to
capture long-term periodic patterns. Additionally, two par-
allel temporal convolution networks are utilized to address
short-term periodic dependencies.

Although the above methods improve the classical MTSF
models’ ability to extract temporal and spatial features, they
still struggle with at least one of the three problems: lacking
in the extraction of spatial features of changing spatial span,
ignoring the spatiotemporal features between times series
and struggling with long-term feature extraction. The TCLN
can solve the above problems simultaneously. The Multi-
kernel CNN layer can effectively extract spatial features.
Meanwhile, the Transformer encoder and LSTM network
are combined to extract the long-term temporal features
and finally obtain the spatiotemporal correlation of the time
series.

3 Framework

This section first gives a formulaic representation of the
MTSF problem, and then details the various components of
TCLN (Fig. 2).

3.1 Problem formulation

Assume that the dataset can be expressed as Xdataset =
(X1, Xp,...,X N)T, where N represents the length of the
dataset. We use X; = (x, x?,...,xM) € RM to represent
all variables at time #, where M represents the number of the
variables. And the target variable is expressed as y; = X f,
where [ € [1, M]. The purpose of this paper is to predict the
value of the target variable in the next different time steps
(horizon = 1, 3, 6, 12, 24) by analyzing the time series of
the past + moments. For example, when the input data is
X = (X1, X2, ..., X)7T and horizon is h, the forecasting
value of the target variable will be J,4. Based on the inter-
pretation above, we can conclude our goal as follows:

Veon = f (X1, Xa, ..., X;, horizon = h) , (1
where f (-) is the mapping function that the TCLN needs to
learn.
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Fig.2 The overall structure of the model

Considering that convolution operation can effectively
extract the spatial features between variables, we process
the data into the form of an image [11]. That is to say, the
one-dimensional data at each moment is converted into two-
dimensional data during data preprocessing. For example, we
can convert X; = (xtl, th, ol x,M) € R into )~(, € RP*P,
where p x p > M. And when p X p > M, the remain-
ing blank spaces are filled with 0. The conversion process is
shown in Fig. 3 and the selection of p is shown in (2):

VM, M eN*

"M, T ¢ N @)

p:

3.2 Convolutional component

Compared with the single-kernel convolutional layer [11,
241, the receptive field of the multi-kernel convolutional layer
is deeper [33], and it makes the extracted spatial features
richer, which is beneficial for improving the prediction accu-
racy of TCLN. Therefore, we propose a module based on
the Inception module, named Multi-kernel CNN. The mod-
ule can make the dimension of the output of different layers
consistent by configuring each layer’s kernels and paddings.
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The output of all the convolutional layers can be added to
get the final spatial feature vectors. And the structure of
Multi-kernel CNN is shown in Fig. 4. When the input data is
X = (X1, X5,..., X;,)T, the overall input dimension can
be expressed as (t,,, H, W), where t,, represents the length
of the sliding window, H represents the height of Xiand W
represents the width of X,.The output dimension of this con-
volutional component can be expressed as (t,, ¢, H — 1, 1),
where ¢ represents the number of channels that is set to 1 in
this paper. To simplify the expression, the redundant dimen-
sions of the output are removed, that is to say, the dimension
of the final output is (t,,, H — 1). To emphasize the temporal
information, data of each time step is processed by separate
Multi-kernel CNN.

3.3 Encoder component

Considering the good performance of Transformer [14] in
handling the input of long text, we combine the encoder
layer of the Transformer and the LSTM network to form
the Encoder component to extract temporal features for long
input sequences. The skip connection between Encoder mod-
ules is mainly to prevent degradation problems caused by too
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Fig.3 Data preprocessing. (A) Describe how one-dimensional data is
converted into two-dimensional data and how to pad zero value accord-
ing to the padding size set to 1 in this figure. And the figures also show
the spatial dependence between variables. (B) Describe the input data

deep a network. The residual connection in the module is to
alleviate the problem of gradient disappearance. The details
of the Encoder component are shown in Fig. 5.

3.3.1 Transformer encoder component

The Transformer encoder mainly consists of the Positional
Encoding layer, the Dimension Transformation layer, the
Multi-head Attention layer, and the Feed Forward layer.
The Positional Encoding layer and the Dimension Trans-
formation layer perform positional encoding and dimension
transformation for the input data Xtwx(H=1) respectively.
The purpose of positional encoding is to make the model
remember the position information of the input data. And the
dimension of the encoded data is (t,,, dmodel)- The purpose of
dimension transformation is to map the low dimension into a
high dimension and make the dimension of the input data con-
sistent with that of the encoded data. And the transformation

——» K=3x3

\ K=5x5

(A) Multi-kernel CNN layer

Fig. 4 (A) Multi-kernel CNN layer. S represents stride, P represents
the padding size (padding value is 0), K represents the convolution
kernel size, and W represents the width of the input. After processing
the input by different convolutional layers, the output is three vectors

that we use to forecast the next different horizon’s target variable. The
figure also shows the spatiotemporal dependence between variables,
and the red dotted lines represent the time correlation

method used in this paper is linear mapping. Finally, sum
the vectors encoded by the Positional Encoding layer and
the vectors of the Dimensional Transformation layer. The
obtained result, Xtw Xdmodel | g used as the input of the Multi-
head attention layer.

The Multi-head attention layer first maps XtwXdmodel jpo
H independently learned Q) = X twXdmodel WhQ, K
Xtwxdmotet WKy, = Xtoxdmosa WV o po= 1,2,..., H,
through the linear transformation matrix W 2 wK wV.And
then calculate the attention vector by the scaled dot-product
attention algorithm. The algorithm formula is as follows:

Attention (Qy,, Ky, Vi)
Onky”

Nz

Contexty,

softmax Vi, 3)

where W2, WX, WV are trainable parameters and dj
%. The calculated H Contexts are spliced into a matrix by

Xy
‘[ Multi-kernel CNN
)?n
i Koy o Multi-kernel CNN
x
" Multi-kernel CNN

(B) Convolutional component

of identical dimension, (W — 1, 1). The final spatial feature vector can
be obtained by adding the vectors. (B) Convolutional component. The
results of all sublayers are concatenated to form a new feature vector.
The dimension of the vector is (f,,, W — 1)
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Fig. 5 Encoder structure. The input passes through the Positional
Encoding layer and the Dimension Transformation layer, a linear layer
shown in the orange dotted box. The output results of the two layers
are added to get the input of the Multi-Head Attention, which uses the
scaled dot-product attention algorithm shown in the purple dotted box to

the concatenation operation. Then the matrix is mapped into
the final output vector, named Xyen, by multiplying linear
matrix Wo. The dimension of X e, 1S consistent with that
of the initial input X'twxdmosel - And the calculation formula is
as follows:

Xatten = Concat (Context;, Contexty, - - - , Contexty) Wop,

“

where Wy is a trainable parameter.

In addition to the residual connection and standardized
operation, the output of the multi-head attention layer, X agen,
also needs to go through the Feed Forward layer. The Feed
Forward layer mainly performs a full connection operation
on the input and then uses the ReL.U activation function to
calculate the output of the full connection. The relevant cal-
culation formula is as follows:

FF = AN (FCy (ReLU (FCp (AN (Xatten))))) )
ReLU (x) = max (0, x), (©6)

where AN (-) represents the Add&Norm layer, FCy (-) and

FC, () represent the full connection layers. Finally, FF
passes through the LSTM layer and the Add&Norm layer

@ Springer

calculate the temporal dependencies. Then after the Add&Norm layer,
there is a Feed Forward layer shown in the blue dotted box. Finally, the
preceding result passes through two Add&Norm layers with an LSTM
layer between them to obtain the output

to get the output of the Encoder layer. The calculation for-
mula is as follows:

Output = AN (LSTM (FF)), @)
where the theory of LSTM(-) will be described in Section 3.3.2.
3.3.2 LSTM component

Although the Transformer encoder can obtain position infor-
mation through the Positional Encoding layer, there might
still be a certain information loss between words’ positions.
Compared with obtaining position information through func-
tions, the LSTM network directly gets it from the perspective
of the input order, which may enhance the model’s percep-
tion of temporal information. The temporal information can
be stored by the gating mechanism, making it more effective
to obtain the temporal dependence of variables. Therefore,
we add an LSTM network layer based on the Transformer
encoder layer to jointly extract the temporal features.

The LSTM network structure mainly includes a forgetting
gate, an input gate, and an output gate. The forgetting gate
ft is used to control the internal state ¢;—1 of the previous
moment to forget how much information. The input gate i; is
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Fig.6 LSTM network structure

used to control the candidate state ¢; of the current moment
to retain how much information. The output gate o, is used to
control the internal state ¢, of the current moment to output
how much information to the external state /;. The structure
of the LSTM network is shown in Fig. 6.

The forgetting gate, input gate, and output gate are
expressed as follows:

fi=o (Wf lhe—1, ]+ bf) 3
ir =0 (Wi [h—1, x]] + bi) ©
0r =0 Wy -[hi—1, %]+ by) . (10)

The current candidate state ¢;, memory unit c;, and exter-
nal state &, are calculated as follows:

¢; = tanh (W, - [hy—1, x¢]1 + bc) (1D
ct=szCz—1+iz-(7z (12)
h; = o; - tanh (¢;) . (13)

We, by, Wi, bi, Wy, by, We, b are trainable parameters.
o () and tanh (-) are all activation functions. The formulas
are as follows:

= 14
o) = (14)
e¥ —e™*
tanh(x) = m (15)

3.4 Decoder component

This component firstly adds the output of the previous N
encoder layers and the AR component and then decodes the
sum through the ReL.U function and the Linear layer to obtain
the final forecasting result ;. The calculation formula for

Xt @ Multiply

@ Concatenate

the decoder layer is as follows:

$:+1 = Linear (ReLU (X (01, Oy, --- , Op, OaR))), (16)

where O 4 g represents the output of the AR model, described
in Section 3.5.

3.5 Autoregressive component

Due to the non-linear nature of the CNN layer, Transformer
encoder, and LSTM network, the scale of the model output
is not sensitive to that of the input. Therefore, we consider
the final forecasting output of the TCLN as a mixture of a
non-linear part and a linear part. In this paper, the linear part
adopts the AR model. It can extract the linear correlation of
the past series of the target variable to improve prediction
accuracy. The AR model is formulated as follows:

OAR = Vit1 = Wiyt +woy2 + -+ Wy + 841
t

=) wiyk + &4, (17)
k=1

where wy, &4 are trainable parameters. wy represents the

weight of the variable, &, represents the random noise and
Vi represents the past value of the target variable.

4 Evaluation
We mainly evaluate recent models and TCLN on four datasets

for MTSF tasks and then show the performance of the TCLN
in the long horizon forecasting task.

@ Springer
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4.1 Methods for comparison

In this paper, the models in our comparative evaluation are
as follows.

e CNN is the one-dimensional CNN model with a dense
layer and one hidden unit.

e LSTM is the typical sequential model with a dense layer
and one hidden unit.

e GRU is the improved version of the LSTM model with
fewer parameters.

e StemGNN, based on the discrete Fourier transform,
stands for the spectral temporal graph neural network.

e DA-RNN stands for the dual-stage attention-based recur-
rent neural network.

e TPA-LSTM stands for the model with a new temporal
pattern attention mechanism.

e LSTNet stands for the Long- and Short-term time series
forecasting model with a one-dimensional CNN and
RNN to capture short-term and long-term dependence,
respectively.

e DA-Conv-LSTM stands for the dual-stage attention-
based Conv-LSTM network with two attention layers and
a convolutional layer to capture the temporal and spatial
dependence, respectively.

e TS-Conv-LSTM stands for the temporal self-attention-
based Conv-LSTM network.

4.2 Metrics
In this paper, we use three conventional evaluation metrics
(RMSE, MAE, and MAPE) to evaluate the model. The rele-

vant definitions are as follows:

e Mean Absolute Error(MAE):
1 n
MAE = r_z ;b’t - )A’t| (18)

e Root Mean Squard Error(RMSE):

(19)

e Mean Absolute Percentage Error(MAPE):

Vi —
e

l n
MAPE = 100 x —
x=>

t=1

[ (20)

where y; and ; represent ground truth and forecasting value,
respectively. For the three metrics, a lower value is better.
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4.3 Data

Three public datasets and one private dataset are adopted
to verify the forecasting validity of the TCLN. The relevant
information of the datasets is as follows:

e NASDAQ100: The NASDAQ100 dataset includes 82
stock price data from July 26, 2016 to December 22,
2016. Each day contains 390 data points, except for
November 25 and December 22, which contain 210 and
180 data points, respectively.

e SML2010: The SML2010 dataset is collected from 22
sensors in a room for about 40 days, with an average
sampling time of 15 minutes.

e Solar Energy: The production records of solar power in
2006, which are sampled every 10 minutes from 137 PV
plants in Alabama State.

e TIOB: To verify the performance of the TCLN on the
industrial forecasting tasks, we also adopt an industrial
dataset, called TIOB, applied by a laptop manufacturing
factory. The data is collected from the board-level func-
tional test, including the detection results of eight test
items. Each test item contains 9676 data points, whose
values are 1 or 0. Considering the yield of test items
is significant for the board-level functional test, we will
forecast the yield of the test items. We utilize the method
of sliding windows to calculate the yield, where the win-
dow size is 100 and the stride is 1. The yield of the test
items is shown in Fig. 7.

The details of the four datasets in the experiment are shown
in Table 1.

4.4 Experimental details

In this paper, all datasets are divided into the training set, val-
idation set, and test set, where the division ratio is 8:1:1. The
training set is used to train model parameters, the validation
setis used to select the hyperparameters that are most suitable
for the model, and the test set is used to evaluate the fore-
casting performance of the model. To make the experimental
results more scientific and credible, several random seeds are
set up to repeat the experiment, and the experimental results
are averaged to reduce the experimental error.

To make the model obtain a better solution in a short time
and stabilize in the later stage of the training, we use the
method, named exponential decay of the learning rate, to
train the model. The number of training iterations is set to
200 epochs. The calculation formula for the learning rate is
as follows:

Ir =1rg x gi, 1)
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Fig.7 The yield of the test items

where [r( represents the initial learning rate, g represents the
decay rate of learning rate, i indicates that the current training
epoch is the ith epoch, and ¢ indicates that /r¢ decays every
t epochs. This paper sets Irg, g, and ¢ to 0.001, 0.98, and 1,
respectively.

In the following experiments, our goal is to obtain
the optimal Window-Size, number of Encoder layers, and
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Hidden-Size. The horizon is 1 and the batch size is set to
32. To obtain the optimal sliding Window-Size, we first set
the number of Encoder layers and the Hidden-Size to 4 and
256, and then calculate the evaluation metrics (RMSE, MAE,
and MAPE) on the validation set using different Window-
Size (10, 15, 20, 25, and 30), respectively. The experimental
results obtained from different datasets are shown in Fig. 8.

Table 1 Dataset statistics,

where T is the length of time Datasets T b L M

series, D is the number of NASDAQ100 40560 82 390 points per day AAL

variables, L is the sample rate .

and V is the target variable SML2010 4137 22 15 min Indoor Temperature
Solar Energy 52560 137 10 min The first plant’s production
TIOB 9577 8 100 pieces Test Item 1
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Fig.8 The relationship between Window-Size and evaluation metrics for different datasets

It can be seen from Fig. 8 that for the NASDAQ100 dataset
when the Window-Size equals 15, evaluation metrics largely
reach the lowest value. When Window-Size is more than 15,
MAPE begins to gradually rise, while RMSE and MAE keep
steady. Therefore, the optimal Window-Size of the NAS-
DAQ100 dataset is 15. For the SML2010 dataset, when the
Window-Size equals 25, evaluation metrics all reach the
lowest value. Therefore, the optimal Window-Size of the
SML2010 dataset is 25.

To obtain the optimal number of Encoder layers, we keep
the Window-Size unchanged and set the number of Encoder
layers to 2, 4, 6, and 8, respectively. From the results of
the validation set, we find that when the number of Encoder
layers changes, the model performance is relatively stable.
Eventually, we set the number of Encoder layers on both
datasets to 6.

From the above experiments, the optimal Window-Size
and the optimal number of Encoder layers corresponding
to each dataset can be determined. With other conditions
kept unchanged, the value of Hidden-Size is set to 64,
128, 256, 512, and 1024, respectively. The same valida-
tion set is used to calculate evaluation metrics to obtain the

NASDAQ100
0.03
=e-MAE RMSE MAPE
0.025
0.02
% 0.015
=t 015
0.01
e
0.005 peian
[ TP [ oo = Los
0
64 128 256 512 1024

Hidden-Size

optimal Hidden-Size size. The experimental results of differ-
ent datasets are shown in Fig. 9.

As can be seen from Fig. 9, for the NASDAQ100 dataset,
the performance of the model keeps stable when the Hidden-
Size is less than 1024. To make the model perform well on
the test set, the Hidden-Size of the NASDAQ100 dataset is
set to 512, which can learn more feature information. For
the SML2010 dataset, when Hidden-Size equals 128, eval-
uation metrics obtain the minimum values. Therefore, the
Hidden-Size of the SML2010 dataset is set to 128. In gen-
eral, the optimal values of the Hidden-Size corresponding to
each dataset can be set to 512 and 128, respectively.

To verify the generalization performance of the model, we
fix the input length of all models to 25 when we experiment
on the Solar Energy and TIOB datasets. The main hyper-
parameters of TCLN above the four datasets are shown in
Table 2.

Our model is trained by the RMSE loss function and uses
the ADAM optimizer to calculate and update the parameters
of the TCLN. The date process and model training are shown
in Algorithm 1. All experiments are implemented in PyTorch
and conducted on a single NVIDIA GeForce RTX 3090 GPU.

SML2010
0.012
~-e-MAE RMSE MAPE
0.01
0.008
g 0.006
’_1 N O
0.004
o0
com=®="
oo
0.002 s
0
64 128 256 512 1024
Hidden-Size

Fig.9 The relationship between Hidden-Size and evaluation metrics for different datasets
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Table 2 The hyper-parameters of TCLN on all datasets

Window-Size Number of Encoder Hidden-Size

layers
NASDAQ100 15 6 512
SML2010 25 6 128
Solar Energy 25 2 128
TIOB 25 6 512

4.5 Main results

This section first illustrates the performance comparison of
different methods and visualizes the forecasting results of
two public datasets. Then the validity of the TCLN is demon-
strated and the forecasting results of different horizons are
also visualized. Next, the TCLN is applied to the board-level
functional test to forecast the yield of the test items. Finally,
an ablation study is conducted to verify the plausibility and
validity of each component.

4.5.1 Performance comparison

Through the previous experiments, we can get the optimal
hyperparameters of the TCLN on each dataset. To verify the

Algorithm 1 Date process and model training.

Require: Epochs, the number of training epochs. Criterion, the loss
function. Lr, the learning rate. Series, the input series. Visualize(-), the
function of converting series into image form. TargetSeries, the past
series of the target variable. Label, the ground truth. g, the decay rate
of the learning rate.

1: NormSeries < (Series — Seriesmin)/(Seriesmax —
2: GraphSeries <— Visualize(NormSeries)

3: for i < 1 to Epochs do :

4 for each batch from GraphSeries do :

5 Prediction < TCLN.forward(GraphSeries, TargetSeries)
6: Loss <« Criterion(Prediction, Label)
7

8

9

Seriesmin)

Update the parameters of TCLN according to gradients and Lr
end for
: Lr<Lrxg
10: end for

generalization ability of the TCLN, we calculate the evalua-
tion metrics based on the optimal hyperparameters by using
the test set. The experimental results are shown in Table 3.
From Table 3, we can find that the proposed method
has achieved significant performance improvement over that
of several state-of-the-art baseline methods. To observe the
forecasting performance of the TCLN more intuitively, we
display the forecasting results of the TCLN on NASDAQ100
and SML2010, which are shown in Fig. 10. In addition, we
also compare the training time and model parameters of all

Table 3 Experimental performance comparison of all methods on four datasets

Datasets Models MAE RMSE MAPE MAE RMSE MAPE
NASDAQ100 SML2010
CNN 1.9393429 2.0489585 4.005401 0.39808293 0.57038052 1.73886103
LSTM 0.5582465 0.6936417 1.1372567 0.11310571 0.18036349 0.52288972
GRU 0.2749340 0.3630726 0.5592619 0.05753389 0.07251797 0.26757324
StemGNN [27] 0.2152459 0.2449491 0.4400986 0.16526753 0.20664410 0.78252601
DA-RNN [12] 0.1482995 0.2175774 0.3010716 0.02423037 0.03356070 0.11546358
LSTNet [24] 0.1132649 0.1614985 0.2324591 0.32219078 0.33023251 1.55345080
DA-Conv-LSTM [11] 0.0962047 0.1415814 0.1957612 0.01934626 0.02908188 0.10361318
TS-Conv-LSTM [13] 0.0762847 0.1216078 0.1548931 0.01736006 0.02322524 0.08120701
TCLN 0.0210528 0.0245163 0.0769483 0.01216436 0.01332673 0.04768813
Solar Energy* TIOB*
CNN 0.0310 0.0690 2.0379 0.0188 0.0367 0.0203
LSTM 0.0180 0.0412 1.2594 0.0201 0.0370 0.0216
GRU 0.0164 0.0390 1.0075 0.0331 0.0358 0.0340
TPA-LSTM[34] 0.0446 0.0663 0.9329 0.0242 0.0416 0.0261
DA-RNN [12] 0.0148 0.0374 0.7562 0.0180 0.0357 0.0194
LSTNet[24] 0.0153 0.0374 0.9731 0.0194 0.0379 0.0209
DA-Conv-LSTM[11] 0.0154 0.0383 0.6757 0.0193 0.0378 0.0208
TS-Conv-LSTM[13] 0.0145 0.0384 0.6837 0.0018 0.0031 0.0019
TCLN 0.0143 0.0369 0.5853 0.0010 0.0014 0.0011

Horizon is set to 1 and boldface represents the best results. The result of DA-RNN refers to [11], and other baselines’ results refer to [13]. * denotes

re-implementation for all methods on this dataset
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Fig. 10 The prediction results for the TCLN on different datasets when the horizon is 1
I:n'ﬂley ‘S‘isz?zlffn‘zfﬁzzlstin e Datasets NASDAQI00 SML2010
NASDAQ100 and SML2010 Models CC (slepoch) TNP CC (s/epoch) TNP
datasets CNN 66.64 10743 6.751 13941
LSTM 4.80 14881 0.486 22081
GRU 4.73 11169 0.477 16577
DA-RNN 126.75 67549 11.802 51678
LSTNet 27.81 277252 1.472 74850
DA-Conv-LSTM 178.12 49813 16.711 48107
TS-Conv-LSTM 92.69 4772793 8.933 4754190
TCLN 24.12 5266940 2.39 334474

Table 5 Experimental
performance of the TCLN when
horizon takes different value

@ Springer

CC and T N P represent the computational cost and the total number of parameters, respectively

Datasets NASDAQI100 SML2010

Metrics MAE RMSE MAPE MAE RMSE MAPE
Horizon=3 0.0290799 0.0347272  0.1051761 0.01565577  0.01801029  0.05569418
Horizon=6 0.0344071 0.0413187  0.1259621 0.03072104  0.03372397  0.09532821
Horizon=12  0.0623123 0.0686196  0.2010246  0.06789811 0.07307794  0.17646145
Horizon=24  0.0793681 0.0861951 0.2512565  0.14370426  0.15414449  0.51441608
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Fig. 11 The forecasting results of the TCLN on NASDAQ100 and SML2010 when horizon takes different value

models on these two datasets, which are shown in Table 4.
It can be found that although TCLN has more parameters,
in addition to simple models such as LSTM and GRU, the
training time of TCLN per round is shorter than that of other
complex models. Considering that the actual performance of
TCLN is optimal, more parameters are acceptable.

4.5.2 Forecasting of long horizon

In practice, however, to have enough time to respond, we
often need to predict the value of the target variable for a
longer period. For example, when we can predict that the
price of a stock will fluctuate over a longer period in the
future, we can fully develop a corresponding strategy during
this period. In this paper, to verify the performance of the
long-term forecasting of the TCLN, the horizon is set to 3,
6, 12, and 24, respectively. Other parameters are determined
by the results of the previous experiments. The experimental
results are shown in Table 5.

According to the current research results [35, 36], when
the evaluation metrics (RMSE, MAE, and MAPE) are all
below 0.5, we can think that the forecasting results of the
model are acceptable. As we can see from Table 5, the evalu-
ation metrics are almost well below 0.5 for both datasets,
except for the last one. Therefore, we can think that the
long-term forecasting ability of the TCLN is still satisfactory.

Additionally, Fig. 11 illustrates the comparison between the
forecasting value of the TCLN and the ground truth in differ-
ent horizons. It can verify the effectiveness of the long-term
forecasting performance of the TCLN intuitively.

4.5.3 Application to the yield forecasting of the test items

In addition to the public datasets, our model is also applied to
the realistic yield forecasting of the test items. The yield of the
test items is highly significant for the board-level functional
test. Accurate yield forecasting can help the factory develop
a test strategy in advance and improve the economic benefits
of the factory. The forecasting result is shown in Fig. 12. As
we can see from Fig. 7, the data of all test items is irregular.
Especially for Test Item 1, the target variable, the changing
trend is more complex than others. However, the forecasting
result of Test Item 1 is still satisfactory though existing some
deviations.

4.6 Ablation study

To demonstrate the effectiveness of the proposed compo-
nents, a detailed ablation study is conducted. We remove or
replace one of the components of the TCLN at a time. The
TCLN without different components is named as follows.

Test Item 1 Test Item 1
1.00 A I
Pred
0.98 1 —— Truth
0.98 |
0.96 1
0.96 A
g g
H] 2 0.941
S 0.94 3
0.92 %]
0.90 Pred 0.901
—— Truth
6 25,’0 560 750 10.00 12v50 15100 17'50 1600 1625 1650 1675 . 1700 1725 1750 1775 1800
. ime Step
Time Step

Fig. 12 The forecasting result of the TCLN for the Test Item 1 in Fig. 7
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W/O LSTM: The TCLN without the LSTM network.

e W/O Multi-kernel CNN: The TCLN with a simple CNN
layer.

W/O AR: The TCLN without AR component.

e W/O Transformer: The TCLN without the Transformer
encoder.

The test results measured using MAE, RMSE, and MAPE
are shown in Table 6, where several observations are worth
highlighting: (1) The best results on different horizons are
almost obtained by the TCLN, verifying the effectiveness
of all the components; (2) The performance of W/O AR
significantly drops, showing the significance of the AR com-
ponent. According to [24], the reason for the result is that
the AR is generally robust to the scale changing in data;
(3) W/O LSTM and W/O Transformer all get a performance
loss, which indicates that the LSTM and Transformer encoder
are both beneficial to the performance improvement of the
TCLN; (4) The poor performance of W/O Multi-kernel CNN
illustrates that the Multi-kernel CNN can learn more features
compared with the simple CNN layer.

5 Conclusion

In this paper, we propose a novel model named TCLN for
MTSF tasks. The TCLN mainly consists of the Multi-kernel
CNN layer, Transformer encoder layer, LSTM network, and
AR component. By combining the advantages of the self-
attention mechanism and the LSTM network, the TCLN can
effectively capture long-term temporal information of the
time series. The Multi-kernel CNN layer can extract richer
spatial information compared with the simple CNN and the
AR component can enhance the robustness of the TCLN.
The experimental results on the four datasets demonstrate
that the TCLN outperforms the benchmark methods. Addi-
tionally, further experiments show that the TCLN can achieve
a good performance in long-horizon forecasting and can also
be applied to the task of industrial forecasting.

However, there are still some problems in the TCLN that
can be improved:

1. The Encoder component still relies on the LSTM units,
making the TCLN cannot be fully parallelized.

2. The Decoder component may be too simple to fully
decode the results of the Encoder layers.

3. Due to the high computational complexity of the self-
attention mechanism and the consistent attention to the
input sequence, it will lead to a large amount of com-
putation for the model. The extraneous features obtained
may also affect the performance of the model.

In future work, the following research directions can be
considered to obtain performance improvements:

1. To reduce the calculation of useless attention, we can
screen the input of the self-attention layer by a specific
algorithm.

2. Insome MTSF tasks, we can try to add the graph structure
into the model to obtain more spatial features.

3. For some datasets, there may be short and long period-
icity ignored easily. Therefore, we can design a module
to extract the periodicity features of the time series to
improve forecasting accuracy.
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